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Abstract. The aim of the study was to construct a two-asset optimal investment 

portfolio using machine learning and macroeconomic data at monthly and quarterly 

intervals. The auxiliary objective was to identify which macroeconomic variables 

significantly impact the estimation of the S&P 500 stock index and the USD/GBP 

currency pair. The framework included two steps: firstly, time series forecasts were 

conducted using tree ensemble methods, namely the random forest and XGBoost, 

and secondly, the forecasts were used as expected values to construct the portfolios. 

We analyze the extent to which the structure of a portfolio based on the estimated 

data differs from the one built using historical data. The results of the research showed 

that it was possible to use the macroeconomic data to efficiently forecast the 

considered time series and construct an optimal investment portfolio. 
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1. Introduction 

 

Investing requires skillful risk management and returns optimization. In a 

dynamic market environment, where asset volatility can be both an opportunity 

and a threat, constructing a well-balanced investment portfolio is crucial. This 

study explores the strategy of building a two-component portfolio consisting 
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of a currency and a stock index. We focus on a long-term investment and 

simple diversification, in contrast to numerous publications that emphasize 

highly active investing and trading. A two-asset portfolio is easier to monitor, 

rebalance, and understand over the long term. With fewer components, there 

is less complexity in tracking performance and making strategic decisions. 

While equity/bond strategies are the most analyzed (Pham, 2025), we explore 

a slightly riskier, yet potentially more rewarding combination, namely an 

equity index and a currency. This portfolio structure offers several key 

benefits. First, combining a currency with an index can enhance 

diversification: when the currency appreciates, stock indexes may react 

differently, helping to mitigate the overall risk. Second, monetary policy and 

global economic trends often influence the relationship between exchange 

rates and stock markets, allowing investors to leverage correlations (or the lack 

thereof) to improve portfolio efficiency. Finally, selecting the right 

combination of these two components can enhance the risk-return profile, 

making this approach attractive for individual and institutional investors. 

Forecasting financial markets remains a central concern for both investors 

and researchers, despite the challenges posed by the Efficient Market 

Hypothesis (EMH), which suggests that financial markets are largely 

unpredictable, as asset prices already reflect all the available information. 

According to Ţiţan (2015), who provides a comprehensive review of the 

empirical studies testing the EMH, the dilemma of whether the market is 

efficient or not remains unresolved. Recent advances in artificial intelligence 

and machine learning have reignited interest in improving financial 

forecasting. Modern computational techniques offer new possibilities for 

extracting patterns from complex and high-dimensional financial data, 

potentially enhancing the predictive power of models even in markets 

traditionally considered efficient. A particularly interesting overview of the 



 

 

capabilities of different machine learning models for time series forecasting 

can be found in Ahmed et.al. (2010), who compare the performance of several 

models applied to the M3 competition data. Additional comparative studies 

include the review by Tang et al. (2022) and Maung and Swanson (2025), 

which focus specifically on machine learning approaches for financial time 

series forecasting. From a wide range of methods, we selected ensemble tree-

based machine learning methods for our study. Tree-based ensemble methods, 

such as random forest (RF) and Extreme Gradient Boosting (XGBoost) have 

gained popularity in forecasting due to their robustness and accuracy. 

Moreover, they capture complex, non-linear relationships in time series data, 

which makes them suitable for real-world forecasting applications (Wong et 

al., 2023). These methods demonstrated competitive performance (they are fast 

and more efficient although with a slightly higher number of forecast errors) 

for more complex recurrent neural networks and LSTMs (Nabipour et al., 

2020a). Moreover, RF can be trained with a relatively small amount of data 

(Roßbach, 2018). 

This case study aims to shed light on several aspects related to the broader 

research objective. In particular, it explores: (1) which macroeconomic 

variables may have a notable impact on the estimation of a stock market index 

and a currency pair; (2) how the structure of a portfolio based on estimated 

data compares with the one constructed using complete information on current 

returns; and (3) what implications these differences may have for the 

portfolio’s value, return, and risk profile. By examining these areas, the study 

seeks to offer a more detailed view of portfolio behavior under model-based 

estimation, contributing to the ongoing discussion in the area of investment 

strategy analysis. 

In the current literature, researchers have analyzed a variety of financial and 

macroeconomic indicators to model capital market behavior. The following 



 

 

variables have been examined in studies by Leippold et al. (2022): dividend 

yield, price-to-earnings (P/E) ratio, book-to-market ratio, net equity expansion, 

stock variance, term spread, and inflation. Additionally, money supply 

aggregates such as M2, trading volume, and monthly turnover were also 

considered. In the context of derivatives markets, futures contracts on silver, 

platinum, crude oil, and gold were analyzed by Shen et al. (2012) and Zhong 

and Enke (2019). They also used foreign exchange rates and stock indexes. 

Technical indicators such as the momentum indicator were studied by 

Choudhry and Garg (2008) and Reddy (2018), while %R Williams and the 

price volume trend were explored by Choudhry and Garg (2008). The 

stochastic oscillator was analyzed by Choudhry and Garg (2008), Patel et al. 

(2015), and Hegazy et al. (2014). Furthermore, technical indicators such as the 

relative strength index and moving average convergence divergence (Hegazy 

et al., 2014; Patel et al., 2015), moving averages (Hegazy et al., 2014; Patel et 

al., 2015; Zhong & Enke, 2019) were also investigated, as were indicators such 

as Accumulation/Distribution (A/D) line and the Commodity Channel Index 

(CCI) (Patel et al., 2015); and finally, closing prices were described by Zhong 

& Enke (2019). 

In the case of the currency pair, in articles where the authors applied ML 

models, the researchers used macroeconomic variables such as inflation or 

interest rates (Boyoukliev et al., 2022; Kaushik & Giri, 2020), money supply 

aggregates, government reserves, trade balance, and IIP (Kaushik & Giri, 

2020). Boyoukliev et al. (2022) also used unemployment and, as 

Matuszewska-Janica & Witkowska (2008), interest rates on treasury bills. The 

reviewed studies also used precious metals and oil derivatives futures and stock 

indexes (Matuszewska-Janica & Witkowska, 2008). Other frequently used 

variables included technical analysis indicators, such as the Relative Strength 

Index and Rate of Change, which were examined by Abreu et al. (2018), Loh 



 

 

et al. (2022), Qi et al. (2020), and Baasher and Fakhr (2011). Moving averages 

(including WMA, EMA, SMA) were analyzed by Loh et al. (2022), Mabrouk 

et al. (2022) and Qi et al. (2020). Similarly, the moving average 

convergence/divergence (MACD) indicator was assessed by Baasher and 

Fakhr (2011), Mabrouk et al. (2022), and Loh et al. (2022). Other indicators 

such as the commodity channel index (Baasher & Fakhr, 2011) and the 

stochastic oscillator (Abreu et al., 2018; Baasher & Fakhr, 2011) were also 

considered, as were opening prices, highest and lowest prices during a session, 

closing prices, and trading volumes (Loh et al., 2022; Mabrouk et al., 2022). 

 

2. Methodology 

 

The proposed solution combines machine learning with standard investment 

portfolio estimation methods. The proposed framework is presented in Figure 

1. In the first step, the data used in the study were downloaded and prepared. 

The second step consisted in a two-stage selection of the variables used in the 

models. The first stage involved the literature review depicted in the 

introduction, aiming to identify the variables that should, in theory, 

significantly affect the estimated series. The second stage involved the 

selection of these variables considering their correlation with the dependent 

variable. In the third step, the lagged macroeconomic variables were put in the 

selected machine-learning models and estimated. Then, those models that 

achieved the smallest root mean squared errors were selected. Using these 

models, one-period estimations of the levels of the S&P 500 index and the 

USD/GBP currency pair were made. The resulting time series were applied to 

construct minimum variance and maximum Sharpe ratio portfolios. 

 

Figure 1. Research flow 



 

 

 
Source: authors’ work. 
 

The final step was the portfolio assessment. First, the structure of the 

portfolios built using predictions from machine learning models was compared 

to that of the portfolios based on the realized data, with the current return rate 

known. Then, to assess the optimal portfolios, a visualization of the capital 

changes over time was created and the portfolio evaluation metrics were 

calculated. 

The portfolio optimization issue involves determining the optimal weights 

for different assets. This problem was confronted by the theory presented by 

Markowitz (1952) – a groundbreaking idea in the area of portfolio construction 

that has become the foundation of modern approaches to this issue. The key 

idea is to condition the selection of the assets’ weight on the expected return 

and risk, which means maximizing return for a given level of risk, or 

minimizing risk for a given return. According to Markowitz, the return rate on 



 

 

an investment represents the income earned from it, with investors knowing 

the probability distribution of returns. Investors’ risk estimation is proportional 

to the expected return distribution. They make decisions based solely on two 

parameters of the probability distribution of returns. Investors prefer to 

minimize risk for a given rate of return, and for a given level of risk, they 

choose the investment offering the highest return. In Markowitz's theory, asset 

returns are identified with random variables. If the distribution of such a 

variable is known, then it is possible to determine the parameters of this 

distribution from it. Otherwise, investors are forced to estimate the expected 

value and the variance on the basis of historical data. The estimation of these 

parameters may cause problems related to the selection of an appropriate 

estimator, as well as to the quality of the obtained result. Moreover, the choice 

of the period from which the data used for the estimation is drawn can 

significantly affect the results. Considering the classical approach, the 

distributions should be normal or close to normal, but this may not be the case 

(Kaszuba, 2011). 

Therefore, assets with the smallest possible variance, the highest return and 

the lowest correlation should ultimately be selected for the portfolio. For this 

reason, it is worth considering portfolio diversification, which enables the 

reduction of portfolio risk (Łuniewska, 2012). 

 

2.1. Time series forecasting 

 

RF, which is a machine learning algorithm based on decision trees, is a popular 

method used in relation to classification and regression problems (Król-Nowak 

& Kotabra, 2022). Multiple decision trees are involved when creating an RF 

model. This results in the reduction of the negative effects of overfitting some 

of the trees that make up the forest. Classification and regression in this 



 

 

algorithm then consist of comparing the obtained results by the individual 

independent trees in the forest. When comparing the results from the trees, 

most of the same outcomes finally shape the classification or regression value 

of the forest (Basak et al., 2019; Géron, 2022). 

XGBoost is also a decision tree-based algorithm capable of solving 

regression and classification problems. It was developed for better 

performance compared to other tree-based models (Nabipour et al., 2020b). 

The approach differs significantly from that used in the RF, where the result is 

supposed to be the best possible partitioning verified by impurity coefficients. 

In this case, however, the method uses gradient boosting, which involves 

combining several weak predictors or classifiers into one. This is done by 

sequentially training the successive models, with each successive model 

attempting to correct the errors of its predecessor. (Basak et al., 2019; Géron, 

2022). Table 1 presents a comparison of both methods. One undoubted 

advantage of these methods is that tree-based ensemble models, such as RF 

and XGBoost, are generally robust to multicollinearity in terms of predictive 

accuracy (Cabrera Malik, 2024; Gregorutti et al., 2017; Roy & Larocque, 

2012). However, it should not be forgotten that in the case of multicollinearity, 

measures of trait importance obtained from these models may become 

unreliable when strong correlations occur between the predictors. 

 

Table 1. Comparison of RF and XGBoost features 

Feature RF XGBoost 

Ensemble type Bagging Boosting 

Tree building Parallel Sequential 

Focus Diversity of trees 
Correcting errors of the 
previous trees 

Accuracy 
Generally good, but may 
be slightly lower than that 
of XGBoost 

High accuracy, often of a 
state-of-the-art level 



 

 

Training time Generally faster 
Can be slower, but in 
many cases more 
accurate 

Overfitting 
Relatively robust to 
overfitting 

Can be prone to 
overfitting, but 
regularization helps 
overcome its effects 

Interpretability More interpretable Less interpretable  

Source: authors’ work. 
 

In the forecasting stage, the explanatory variables are the closing prices of 

the S&P 500 and the USD/GBP currency pair. We use quarterly and monthly 

data downloaded from stooq.pl. The independent variables are from Q1 1985 

to Q2 2023 for quarterly frequency and from January 1990 to September 2023 

for the monthly interval. The total length of the time series is 154 and 405 

periods, respectively. 20% of the observations are a test sample, not used for 

model training. Most of the downloaded data were complete, but any missing 

values were filled by adjusting the next or previous value using the average 

growth rate of the nearby observations. 

 

2.2. Portfolio construction 

 

This paper compares two portfolios: one optimized for minimal volatility 

(further designated as Portfolio 1: Min variance) and the other for the Sharpe 

ratio (Portfolio 2: Max Sharpe ratio). 

In the case of a two-asset portfolio, the risk is determined by the variance of 

the portfolio return and is given by the formula: 

 

𝑉𝑝 = 𝑤1
2𝜎1

2 + 𝑤2
2𝜎2

2 + 2𝑤1𝑤2𝑐𝑜𝑣12,       (1) 

 

where: 

wi – share of the i-th asset in the portfolio, 



 

 

 𝜎𝑖 – standard deviation of return on the i-th asset,  

𝑐𝑜𝑣𝑖𝑗 – covariance of the i-th and j-th return rates. 

The Sharpe ratio is one of the possible indicators for assessing investment 

performance in terms of risk and was first presented by Sharpe in his work on 

the asset pricing model (Sharpe, 1966). It considers both return and risk, 

combining these two key factors into a single measure, as shown in Equation 

(2) (Sharpe, 1998): 

 

 𝑆 = (𝑅𝑝 − 𝑅𝑓)/𝜎𝑝,             (2) 

 

where: 

 𝑅𝑝 – average return of the portfolio, 

 𝑅𝑓 – risk-free rate of return, 

 𝜎𝑝 – standard deviation of the portfolio, so √𝑉𝑝,  according to (1).  

The higher the value, the better rate of return on investment to the risk taken. 

The outcome indicates how many units of return can be obtained for each of 

the incurred unit of risk that the investor is potentially exposed to. 

Besides the metrics used to create the portfolio, other ones were used to 

evaluate it, i.e. the average return, tracking error and maximum drawdown. 

The tracking error measures how much an investment differs from its 

benchmark. It is often used for ETFs, which aim to closely follow an index or 

make certain performance assumptions (Charteris & McCullough, 2020). The 

maximum drawdown is a popular risk measure commonly used in the financial 

sector. It measures how severe a single investment loss can be for an investor. 

This indicator has been defined as the maximum cumulative loss occurring, 

beginning at a price peak and ending at a bottom (Choi, 2021; Magdon-Ismail 

& Atiya, 2004). 

 



 

 

3. Empirical results 

 

3.1. Prediction results 

 

To estimate the expected value of the return rate, two different ML models 

were estimated with the one with a lower root mean square error (RMSE) 

chosen for the next step. The libraries used in the forecasts, along with the 

models’ hyperparameters are presented in Table A1 in the Appendix. The 

independent variables for the models were chosen based on their correlation 

with the dependent variable. From this set, we selected those that also aligned 

with the macroeconomic variables identified in the literature review. For the 

results to truly reflect the predictive capabilities, the independent variables 

lagged when building the models, so the data from the i-th period were used to 

estimate the dependent variable in the i+1 period. The results are presented in 

Table 2. 

 

Table 2. RMSE of return predictions of the RF and XGBoost with the naive method 
as a benchmark 

Assets RF XGBoost Naive 

Quarterly data 

S&P 500 103.07 130.49 204.51 

USD/GBP 0.0377 0.0378 0.0429 

Monthly data 

S&P 500 98.12 116.52 129.72 

USD/GBP 0.0146 0.0170 0.0232 
 

Note. The results from the test sample cover 20% of the observations.  
Source: authors’ work. 
 
3.1.1. Quarterly interval 

 

8 out of the 1,037 sampled variables were used to estimate the quarterly values 

of the S&P 500 index (see Figure A2 in the Appendix). Figure 2 shows the 



 

 

historical differentiated values of the index with the estimated values and the 

differences between the historical (real) and estimated differentiated values. 

Both models outperform the naive forecast: the XGBoost reduced the forecast 

error by 36.19%, and the RF by 49.60%. 

 

Figure 2. Estimated and historical quarterly differences of the S&P 500 index (left 
column) and estimation difference (right column) 

 
 

Note. The results relate to the whole sample. 
Source: authors’ work. 
 

The estimation of the quarterly differentiated closing prices of the USD/GBP 

currency pair used 8 variables from the 1,938 considered, of which both the 

US and the UK variables were among the sampled macroeconomic variables 

(for details, see Table A2 and Figure A2 in the Appendix) The results of the 



 

 

estimations, together with the differentiated historical values, are presented in 

Figure 3. Both models are characterized by a good fit to the data. Once again, 

both models corrected the forecast errors compared to the naive forecast by 

about 12% although there is no longer such a clear difference between the RF 

and the XGBoost. 

 

Figure 3. Estimated and historical quarterly differences of the USD/GBP currency pair 
(left column) and estimation difference (right column) 

 
Note. The results concern the whole sample. 
Source: authors’ work. 
 

According to the results presented in Table 2 for the US stock exchange, the 

smallest error was observed in the RF regression model, and the same model 

proved to be the best for the currency pair. 



 

 

The significance of the individual parameters was checked (see Figure A5 

in the Appendix) for those models that achieved the best results (i.e. the RF for 

both estimated series). The most important variables for the stock market index 

are: the M3 aggregate money supply in the US, the US consumer price index 

(CPI), with the 2015 outcome as the baseline, and net trade balance (the time 

series are presented in Figure A1 in the Appendix). 

In the case of the model built to estimate the currency pair, the characteristics 

that have brought the greatest improvement in this case are: the UK public 

debt, the M1 aggregate money supply in the UK, the UK CPI and the US GDP 

(see Figure A2 in the Appendix). Despite the above distinction of features, it 

should be noted that the M1 monetary aggregate has the largest average 

contribution exceeding 20%, while the rest of the mentioned features exceed 

the threshold of 10% of the average total contribution to the model 

improvement. 

Notably, three of the four most important variables used to estimate this 

currency pair are associated with the UK economy. This suggests that the US 

economy has a relatively minor impact on the UK. 

 

3.1.2. Monthly interval 

 

In constructing models to estimate the differentiated stock market for the 

monthly interval, 6 out of the 780 independent variables were included (see 

Figure A3 in the Appendix). The significant difference in the number of the 

available data results from the fact that not all macroeconomic data are 

published monthly. The results are presented in Figure 4 and, once again, the 

models had a very good match. In the test sample, the XGBoost forecasts were 

better than the naive ones by 10% and RF by almost 25%. 

, From among a total of 1,379 variables considered, 11 independent variables 

were used in the construction of the models for the currency pair. Figure 5 



 

 

illustrates the obtained results. The XGBoost improved the forecast results by 

27% compared to the naive forecast, and the RF by 37%. 

The RF models achieve the smallest RMSE for both assets, so the structure 

of the monthly portfolio is determined by their results. 

 

Figure 4. Estimated and historical monthly differences of the S&P 500 index and 
estimation difference 

 
 

Note. The results relate to the whole sample. 
Source: authors’ work. 
 
Figure 5. Estimated and historical monthly differences of the USD/GBP currency pair 
and estimation difference 



 

 

 
Note. The results relate to the whole sample. 
Source: authors’ work. 
 

For the stock market index, again three of the five variables played a 

significant role in improving the quality of the model, and these were: the M3 

aggregate money supply in the US, the US CPI (with the 2015 outcome as the 

baseline) and the net trade value. It is worth noting that both the CPI and the 

M3 aggregate played a crucial role in both time intervals. Although all the 

variables put in the model should, according to the literature review, play an 

important role in the closing prices, the relevance of the interest rates was 

below 10% in the conducted study. 

The second model shows a lower diversification in the average impact of the 

variables, which may be indicative of their inferior selection for the model. 



 

 

The variables that brought the greatest improvement were the US and UK real 

effective exchange rates calculated as weighted average two-sided exchange 

rates adjusted for relative consumer prices with 2020 as the base period (see 

Figure A4 in the Appendix). The first variable played twice as an important 

role in the model as the second variable, and in addition, the rest of the 

variables did not exceed 10% of the average contribution (for importance, see 

Figure A6 in the Appendix). 

 

3.2. Investment portfolio results 

 

To build the portfolio, the expected value of each instrument was based on the 

return rate from the one-period prediction of the selected model. Asset shares 

were calculated using an algorithm that either minimized variance (1) or 

maximized the Sharpe ratio (2). A minimum asset weighting of 10% was set 

to maintain portfolio stability. 

These initial portfolio weights were considered ‘raw’ since constantly 

adjusting them for minor changes would have been impractical. To account for 

transaction costs and frequent fluctuations, weight adjustments were only 

made when an asset’s share changed by more than 2%. Additionally, portfolios 

calculated using ex-post data were used as benchmarks (here: xxx_hist). The 

deviation from these benchmarks was measured by calculating the root of the 

sum of the squared differences between the estimated and benchmark weights. 

We calculated the portfolio for the following cases: 

A – raw and recalculated weights (here: xxx_new) of the minimum variance 

portfolio, 

B – raw and recalculated weights (here: xxx_new) of the maximum Sharpe 

ratio portfolio, 



 

 

C – recalculated weights (here: xxx_est) and weights based on the realized 

values (here: xxx_hist) of the minimum variance, 

D – recalculated weights (here: xxx_est) and weights based on the realized 

values (here: xxx_hist) of the maximum Sharpe ratio portfolio. 

The graphs in the first row of Figure 6 illustrate the structure of the portfolios 

determined by variance minimization (A) and Sharpe ratio maximization (B) 

for the quarterly interval. Portfolio (A) maintains a quite stable structure 

remaining in a similar ratio of 2:8 for the currency pair. A similar stable 

structure was obtained for (C), where the ratio was 3:7. 

For portfolio (B), the structure is slightly more unstable at the beginning, 

and stabilizes at a ratio of 3:7, but the asset weights reversed. The weights in 

(D) exhibit a similar behavior. The obtained results indicate a higher volatility 

of the stock index. 

 

Figure 6. Structure of optimal portfolios for the quarterly interval  



 

 

 
Note. Minimum variance portfolio – left panels, maximum Sharpe ratio portfolio – 
right panels, raw weights – upper panels, recalculated weights – lower panels. The 
results relate to the whole sample. 
Source: authors’ work. 
 

Furthermore, the graphs in the second row of Figure 6 show the adjusted 

portfolio structure based on the estimated closing prices, overlaid with the 

structure based on historical data. Due to the criteria applied, the weights of 

the optimal portfolios largely overlap with the weights resulting from the 

historical values. The root sum of the squares of the differences in the weights 

calculated based on price prediction and historical values is 8% and 11%, 

respectively. These are low values, which indicate correct estimation results 

and fairly small deviations from the benchmark. 

Figure 7 illustrates the structure of the portfolios established for monthly 

intervals. As the interval is shortened, a significantly higher volatility of the 

structure is observable in both portfolios compared to the quarterly portfolios. 



 

 

The minimum variance portfolio A was at first characterized by an almost 

equal distribution of assets which tended to assign more weight to the currency 

pair and maintain that level until the end of the considered period. In this case, 

the portfolio is slightly less diversified and the weights move in ranges close 

to the 7:3 ratio for the currency pair. 

 

Figure 7. Structure of optimal portfolios for the monthly interval  

 
Note. Minimum variance portfolio – left panels, maximum Sharpe ratio portfolio – 
right panels, raw weights – upper panels, recalculated weights – lower panels. The 
results relate to the whole sample. 
Source: authors’ work. 
 

For portfolio (B), and similarly for (D), a higher stock market index weight 

was observed again, which held the maximum possible weight for almost a 

quarter of the examined period. In the monthly time interval, there was much 

more variance in the portfolio structures than in the longer period. This 



 

 

underestimation is noticeable in the minimum variance portfolio and it occurs 

throughout the whole studied period. In the case of portfolio B, however, the 

significant changes in the structure are more likely to be temporary and occur 

towards the end of the period. 

In this case, the root sum of the squares of the differences between the 

weights calculated based on price prediction and historical prices was 2% and 

8%. The minimum variance portfolio shows a significant improvement of this 

parameter. In contrast, the portfolio maximizing the Sharpe ratio, despite the 

more abrupt changes in the weights, slightly adjusts the level of variance 

compared to the previous interval. 

The resulting portfolios were also compared to a benchmark, which was 

assumed to be a portfolio with equal instrument weights throughout the period 

under study. Therefore, a kind of simulation was performed assuming the 

investment of 10,000 monetary units in both portfolios and the benchmark. The 

results are presented in Figure 8. 

 

Figure 8. Capital value over time  

 
Note. Quarterly – left panel, monthly – right panel. The results concern the whole 
sample. 
Source: authors’ work. 
 

The portfolios results are shown in Table 3. The smallest portfolio variance 

occurred in Portfolio 1 and the largest in Portfolio 2. Portfolio 3 represents a 

kind of arithmetic average in this respect, which is related to the structure of 

this portfolio. Surprisingly, the largest Sharpe ratio was achieved by Portfolio 



 

 

1, which should theoretically be the third-best portfolio in this metric. Given 

that this metric combines a portfolio’s return with its risk, there can be some 

kind of anomaly or discrepancy between the expected and received result when 

making comparisons and in terms of extreme values. In this case, this is 

probably due to the three times lower variance in relation to Portfolio 2, which 

was in the denominator when calculating this ratio. 

The highest overall rate of return of approximately 500% was achieved by 

Portfolio 2, thus achieving double the performance of Portfolio 1. The Sharpe 

ratio, maximizing the portfolio also recorded the highest average return of 

3.27% from period to period. This seems a logical consequence of achieving 

such a high overall return. This portfolio, however, did not perform as well as 

the others in terms of portfolio variance. This is where the variance minimizing 

portfolio performed best, while the benchmark underperformed by just 7 

percentage points. 

 

Table 3. Portfolio assessment metrics 

Metrics 
Portfolio 1 

Min variance  

Portfolio 2 
 Max Sharpe 

ratio 

Portfolio 3 
Benchmark 

(50:50) 

quarterly 

Portfolio variance 9.43% 27.43% 16.17% 

Sharpe ratio 59.62 49.73 56.77 

Rate of return 231.96% 496.18% 330.89% 

Average rate of 
return (quarterly) 

1.64% 3.27% 2.37% 

Maximum 
Drawdown 

6.63% 15.87% 9.47% 

Tracking error 0.36% 0.37% - 

monthly 

Portfolio variance  1.77% 2.95% 2.36% 

Sharpe ratio 14.87 12.12 15.91 

Rate of return 184.80% 232.42% 215.01% 

Average rate of 
return (monthly) 

0.21% 0.30% 0.26% 

Maximum 
Drawdown 

16.13% 35.25% 20.61% 



 

 

Tracking error 0.04% 0.6% - 

Note. The results relate to the whole sample. 
Source: authors’ work. 
 

The smallest maximum drawdown was achieved by Portfolio 1, but it should 

be noted that there were no large divergences in relation to Portfolio 3. The 

variance minimizing portfolio (Portfolio 1) is the closest to the benchmark, 

where on average its one-period returns deviated from the benchmark rates by 

0.36%. In contrast, Portfolio 2 outperforms both the benchmark and the 

variance minimizing portfolio. 

Comparing the graphs in Figure 8 and focusing on the period from 2010, it 

becomes apparent that there was a definite smoothing of any price peaks and 

lows by the quarterly portfolios and a greater divergence between the portfolios 

compared to the shorter interval. 

In contrast to the previous interval, in this case, the portfolio maximizing the 

Sharpe ratio significantly outperformed the other two portfolios only near the 

years 2000 and 2008. The higher capital value in these periods was due to the 

large price fluctuations of both assets. Around 2002, these were caused by the 

9/11 attacks and the bursting of the speculative internet bubble (involving the 

overvaluation of IT companies). In the second period mentioned, stock market 

falls and the weakening of the dollar after the subprime crisis were the reasons. 

During the recession following these events, only two periods occurred where 

Portfolio 2 was outperformed by both the minimizing variance portfolio and 

the benchmark. 

In the monthly time interval, there are no major differences in terms of which 

portfolio performed best on a given metric compared to the quarterly interval. 

On the other hand, despite the shorter intervals, portfolio variance improved 

significantly by up to nine times the variance of the quarterly portfolios. Due 

to the shortening of the time interval, it is natural for the one-period portfolio 

return to decrease as well. The largest change between the considered intervals 



 

 

was in the metric of the average rate of return, where a decrease of up to ten 

times was observed for Portfolio 2. Despite the lower volatility, the tracking 

error of the optimized portfolios increased. In addition, Figure 8 indicates 

much smaller divergences between portfolios in the quarterly interval than in 

the monthly one. 

The above graphs of capital change over time and the calculated evaluation 

metrics show that the portfolio maximizing the Sharpe ratio offers the highest 

return but at the price of the highest volatility. The minimizing variance 

portfolio instead offers more stable but slower capital growth. However, the 

benchmark set places itself between the two portfolios, combining and 

averaging the advantages and disadvantages of both investment portfolios. 

Ultimately, the benchmark in the monthly interval considerably outperformed 

the minimizing variance portfolio. 

 

4. Conclusions 

 

In this study, we proposed a framework to build a two-asset portfolio. For this 

purpose, we combined machine learning algorithms based on trees (RF and 

XGBoost) with methods optimizing portfolio performance. The framework 

was illustrated in the periods from Q1 1985 to Q2 2023 (quarterly intervals) 

and from January 1990 to September 2023 (monthly intervals), showing 

promising results. 

Based on our case study, for the selected assets and time frame, the analysis 

of the research questions led to several conclusions. 

The macroeconomic variables used in the modeling allowed the models to 

estimate the time series efficiently. The assessment of the significance of these 

variables confirms that some of the variables derived from the economic theory 



 

 

and the literature review have a particularly significant influence on the 

estimation results, especially money supply aggregates and inflation rates. 

The structure of the constructed portfolio based on the estimated data does 

not differ significantly from the structure of the portfolio based on the realized 

return rates. These deviations were measured by the mean square error between 

the received and historical structure. The obtained result involved deviations 

ranging from 2 to 12 percentage points. 

The return of the resulting portfolios, which is also the most important 

portfolio evaluation metric, ranged from around 200% to just over 500% 

depending on the optimized values in the portfolio. The portfolio maximizing 

the Sharpe ratio obtained, on average, a better return than the portfolio 

minimizing variances by about one-third of the portfolio results. Of course, 

this was associated with a significantly higher risk, as measured by the 

portfolio variance, which was on average about three times higher. It came as 

a surprise that in the conducted study, the portfolio maximizing the Sharpe 

ratio did not score the best values in this metric. This is related to the higher 

contribution of capital to a riskier asset which outweighed the achieved high 

return and resulted in lower scores in this metric. It is also worth mentioning 

that, despite the highest return, this portfolio did not always produce the best 

results. Indeed, in the monthly interval, there were two periods in which the 

value of the evenly spread assets portfolio was the highest. 

Finally, summarizing the obtained results, this case study shows that it is 

possible to efficiently construct a two-component portfolio using 

macroeconomic data and machine learning methods. The research problem 

explored in this study should be further developed in future work by expanding 

the scope to include a greater number of markets and investment portfolio 

components, as well as by employing a broader range of ML methods. 
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Appendix 

 

Table A1. Models’ hyperparameters 

  Model Monthly interval Quarterly interval 

Parameter Value Parameter Value 

SPX XGBoo
st 

Objective Reg: 
squarederror 

Objective Reg: 
squarederror 

max_depth 10 max_depth 4 

learning_rate 0.66 learning_rate 1 

n_estimators 100 n_estimators 100 

num_boost_ro
und 

10     

RF n_estimators 100 max_depth 10 

random_state 24 min_samples_l
eaf 

1 

    min_samples_
split 

8 
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    n_estimators 300 

    random_state 24 

USD/G
BP 

XGBoo
st 

Objective Reg:squarede
rror 

Objective Reg:squarede
rror 

max_depth 10 max_depth 4 

learning_rate 0.9 learning_rate 0.6 

n_estimators 100 n_estimators 100 

RF n_estimators 14 n_estimators 135 

random_state 25 random_state 24 

Note. The algorithm implementations used in this study are provided by the following 

Python libraries: XGBoost, sklearn.ensemble, sklearn.metrics, 

sklearn.preprocessing, and sklearn.model_selection. 

Source: authors’ work. 
 

Table A2. List of independent variables 

Short name Description Source study 

Quarterly S&P 500 

US 10-year rates 10-year government 
bond yield for the United 
States 

(Boyoukliev et al., 
2022), (Kaushik & Giri, 
2020), (Matuszewska-
Janica & Witkowska, 
2008) 

US CPI Consumer price index 
for the United States, with 
the 2015 outcome as the 
baseline 

(Leippold et al., 2022), 
(Boyoukliev et al., 2022), 
(Kaushik & Giri, 2020) 

US net trade Commodities Trade 
Balance for United States 

(Kaushik & Giri, 2020) 

US M3 M3 aggregate money 
supply in the United 
States 

(Leippold et al., 2022), 
(Kaushik & Giri, 2020) 

US 3-month rates 3-month interest rate 
for United States 

(Boyoukliev et al., 
2022), (Kaushik & Giri, 
2020), (Matuszewska-
Janica & Witkowska, 
2008) 

Quarterly USD/GBP 

US labor inactivity rate Labor inactivity rate for 
persons aged 15 and 
older in the United States 

(Boyoukliev et al., 
2022) 

US import Real Imports of Goods 
and Services for the 
United States 

 

(Kaushik & Giri, 2020) 



 

 

US export Real Exports of Goods 
and Services for the 
United States 

 

(Kaushik & Giri, 2020) 

US GBP Real Gross Domestic 
Product for the United 
States 

(Liu, 2023) 

WB labor inactivity 
rate 

Labor inactivity rate for 
persons aged between 25 
and 54 in the United 
Kingdom  

 

(Boyoukliev et al., 
2022) 

WB CPI Consumer price index 
for the United Kingdom, 
with the 2015 outcome as 
the baseline 

(Leippold et al., 2022), 
(Boyoukliev et al., 2022), 
(Kaushik & Giri, 2020) 

WB M1 M1 aggregate money 
supply in the United 
Kingdom 

(Leippold et al., 2022), 
(Kaushik & Giri, 2020) 

WB public debt Total credit to general 
government for the United 
Kingdom (credit covers 
loans and debt securities) 

(Liu, 2023) 

Monthly S&P 500 

US 10-year rates 10-year government 
bond yield for the United 
States 

(Boyoukliev et al., 
2022), (Kaushik & Giri, 
2020), (Matuszewska-
Janica & Witkowska, 
2008) 

US CPI Consumer price index 
for the United States, with 
the 2015 outcome as the 
baseline 

(Leippold et al., 2022), 
(Boyoukliev et al., 2022), 
(Kaushik & Giri, 2020) 

US net trade Commodities Trade 
Balance for the United 
States  

(Kaushik & Giri, 2020) 

US M3 M3 aggregate money 
supply in the United 
States 

(Leippold et al., 2022), 
(Kaushik & Giri, 2020) 

US annual rates Annual interest rate for 
the United States 

(Boyoukliev et al., 
2022), (Kaushik & Giri, 
2020), (Matuszewska-
Janica & Witkowska, 
2008) 

Monthly USD/GBP 

US effective exchange 
rate 

Real effective 
exchange rates are 
calculated as weighted 
averages of bilateral 

(Shen et al., 2012), 
(Zhong & Enke, 2019) 



 

 

exchange rates adjusted 
by the relative consumer 
prices 

US labor participation 
rate 

Labor force 
participation rate for 
persons aged 15 and 
older in the United States 

(Boyoukliev et al., 
2022) 

US reserves, 
excluding gold 

Total reserves, 
excluding gold for the 
United States 

(Kaushik & Giri, 2020) 

US retail sales Total retail trade value 
in the United States 

(Kaushik & Giri, 2020) 

US CPI Consumer price index 
for the United States, with 
the 2015 outcome as the 
baseline 

(Leippold et al., 2022), 
(Boyoukliev et al., 2022), 
(Kaushik & Giri, 2020) 

US M3 M3 aggregate money 
supply in the United 
States 

(Leippold et al., 2022), 
(Kaushik & Giri, 2020) 

WB M1 M1 aggregate money 
supply in the United 
Kingdom 

(Leippold et al., 2022), 
(Kaushik & Giri, 2020) 

WB reserves, 
excluding gold 

Total reserves, 
excluding gold for the 
United Kingdom 

(Kaushik & Giri, 2020) 

WB effective 
exchange rate 

Real effective 
exchange rates are 
calculated as weighted 
averages of bilateral 
exchange rates adjusted 
by the relative consumer 
prices 

(Shen et al., 2012), 
(Zhong & Enke, 2019) 

WB CPI Consumer price index 
for the United Kingdom, 
with the 2015 outcome as 
the baseline 

(Leippold et al., 2022), 
(Boyoukliev et al., 2022), 
(Kaushik & Giri, 2020) 

WB net trade Commodities trade 
balance for the United 
Kingdom 

(Kaushik & Giri, 2020) 

Source: authors’ work. 
 
Figure A1. Independent variables used in quarterly S&P 500 estimation 



 

 

 
Source: authors’ work. 
 
Figure A2. Independent variables used in quarterly USD/GBP estimation 

 



 

 

Source: authors’ work. 
 
Figure A3. Independent variables used in monthly S&P 500 estimation 

 
Source: authors’ work. 
 
Figure A4. Independent variables used in monthly USD/GBP estimation 

 



 

 

Source: authors’ work. 
 
Figure A5. Feature importance of variables used in the quarterly estimation 

 
Source: authors’ work. 
 

Figure A6. Feature importance of variables used in the monthly estimation 

 
Source: authors’ work. 


